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Energy-Efficient Packet Size Optimization for
Cognitive Radio Sensor Networks

Mert Can Oto and Ozgur B. Akan, Senior Member, IEEE

Abstract—Cognitive Radio (CR) and its dynamic spectrum
access capabilities can be exploited by many wireless network
architectures including sensor networks. Thus, cognitive radio
sensor networks (CRSN) has emerged as a promising solution
to address the spectrum-related challenges of wireless sensor
networks (WSN). Among others, determination of the optimal
packet size is one of the most fundamental problems to be
addressed for the practical realization of CRSN. The existing
optimal packet size solutions devised for wireless, sensor, and
CR networks are not applicable in CRSN regime. Hence, the
objective of this paper is to determine the optimal packet size
for CRSN that maximizes energy-efficiency while maintaining
acceptable interference level for licensed primary users (PU) and
achieving reliable event detection at the sink. The energy-efficient
optimal packet size is analytically formulated and its variation
with respect to different network parameters is observed. Results
reveal that PU behavior and channel BER are the most critical
parameters in determining the energy-efficient optimal packet
size for CRSN.

Index Terms—Cognitive radio sensor networks, optimal packet
size, energy-efficiency.

I. INTRODUCTION

THE main aim of dynamic spectrum access (DSA) is to
exploit the instantaneous spectrum availability in order

to improve spectrum utilization by opening licensed spectrum
to unlicensed users. Cognitive Radio (CR) [5] is introduced as
an intelligent wireless communication technology that enables
DSA. CR uses its unique capabilities of monitoring spectrum
bands and detecting available channels to enable the usage
of static allocated spectrum. Furthermore, by dynamically
adjusting its operating parameters, it can utilize available
channels [1]. These capabilities of CR can be applied to
many wireless networks to address unique challenges such
as communication over a crowded spectrum, e.g., ISM bands,
interference minimization, resilience to jamming.

Motivated by these salient features of CR, in [18], Cognitive
Radio Sensor Networks (CRSN) is introduced as a new
paradigm to overcome similar challenges observed in tradi-
tional sensor networks. CRSN is defined as densely deployed
network of sensor nodes that are equipped with cognitive
radio transceivers and sensing circuitries and able to observe
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the event, search available channels and opportunistically
communicate with its neighbor nodes in order to reliably
deliver the event signal features to a remote sink in an energy-
efficient way.

However, inherent energy and hardware limitations of sen-
sor nodes impose challenges for the realization of potential
advantages of incorporating CR capability in sensor networks.
Furthermore, CRSN nodes must handle additional challenges
incurred by CR functionalities such as spectrum sensing,
management, and handoff. The existing WSN protocols and
designs are not aware of CR functionalities and do not address
related challenges. Despite the vast amount of research on
WSN, only handful studies on CRSN exist in the literature,
which mainly reveal the communication challenges [18], [23],
[24], and propose energy-efficient communication techniques
[11], [12]. Thus, many open research issues exist for the
realization of CRSN.

Among others, determination of the optimal packet size
for CRSN is one of the most fundamental problems to be
addressed. In fact, short packet size performs better under
varying channel conditions and decreases the interference
encountered by PU. However, it suffers from the extensive
overhead due to header and trailers, and hence, wastes en-
ergy. On the other hand, increasing the packet size improves
througput and spectrum utilization for unlicensed user with
the cost of increasing packet loss probability under the same
channel conditions.

There exist several studies on the packet size optimization
for wireless networks [2], [3], considering maximization of
either energy or throughput efficiency subject to transmit
power, data rates, however, without considering CR and dy-
namic spectrum access. In [7], it is observed that fixed the
packet size achieves higher throughput than the exponentially
distributed packet sizes in CR networks. However, this work
does not consider the inherent challenges and objectives of
sensor networks such as energy-efficiency and reliable event
detection. In [21], energy-efficient packet size for sensor
networks is investigated, which does not address the unique
challenges caused by CR functionalities and requirements of
DSA. Hence, to the best of our knowledge, the packet size
optimization has not been studied for CRSN so far.

Therefore, in this paper, we investigate the energy-efficient
packet size optimization problem for CRSN for the first time
in literature. Our aim is to determine the optimal packet size
for CRSN that maximizes energy-efficiency while maintaining
acceptable interference level for licensed users and remaining
under maximum allowed distortion level between the tracked
event signal and its estimation at the sink node. Since energy-
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efficiency is the most vital consideration of sensor networks,
it is chosen as the main optimization objective for the packet
size. The usage of fixed packet size is selected due to the
inherent energy and hardware limitations of sensor nodes.
The main objectives considered when determining the optimal
packet size are summarized below:

• Energy consumption reduction: Communicating sensor
readings in packets with the optimal size that maximizes
energy-efficiency in every hop significantly contributes
to the energy conservation for entire network, and hence,
extends network lifetime.

• Enhancement of transmission efficiency: Considering the
challenges that are sourced by dynamic spectrum access,
energy-efficient packet size design may help decrease the
probability of collision between licensed and unlicensed
users.

• Primary user protection: Our packet size optimization
strategy also considers the objective of minimizing po-
tential interference that could be experienced by licensed
primary users.

• Reliable event detection: Packet size determines the
amount of information on the event signal carried in one
transmission, and hence, the required transmission rate
to maintain acceptable distortion between event signal
and its estimation. Thus, the packet size optimization
considers the ultimate objective of a sensor network, i.e.,
realible event detection.

The remainder of the paper is organized as follows. In
Section II, the proposed CRSN structure is introduced; the
design issues, requirements and assumptions are discussed in
detail. Using this model, in Section III, we analytically formu-
late the energy-efficient packet size optimization problem and
derive the stated objectives and constraints. In Section IV,
performance analyis is performed and results are discussed.
Finally, concluding remarks are given in Section V.

II. CRSN MODEL AND ANALYSIS FRAMEWORK

We consider a cognitive radio sensor network consisting of
N nodes and C channels each with bandwidth of B. Licensed
and unlicensed users are named as primary user (PU) and
secondary user (SU), respectively. CRSN nodes are called
SUs. On the other hand, PUs can be any licensed users of the
spectrum who have privilege to use the channels. The channels
of CRSN are assumed to be avaliable for SUs communication
only when they are not used by PUs. Hence, overlay spectrum
sharing approach is considered in this model.

Fig. 1 illustrates the general CRSN model to state the
energy-efficient packet size optimization problem. In our
model, each node is able to observe the event, locally process
the observed data, search available channels and by changing
its transmission parameters, opportunistically communicate
with its neighbor nodes in order to convey data to the sink
node. Thus, multi-hop communication is considered.

A. Energy Consumption Analysis of CRSN Node

Energy consumption of a CRSN node before and during
the actual transmission need to be examined to formulate the
packet size optimization for CRSN. Thus, active mode called
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Fig. 1. A general system model for CRSN.
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Fig. 2. Sleep and cognitive cycle periods of CRSN node.

cognitive cycle and sleep periods of a CRSN node need to be
analyzed in terms of energy consumption.

Fig. 2 depicts the sleep and the cognitive cycle periods
of a CRSN node with respect to their theoretical power
levels and time intervals and also transition latencies where
P and τ denote power and the transition time, respectively.
Additionally, τij represents the transition time from period i
to period j, e.g., τ54 is transition time from ready period to
spectrum sensing period.

1) Sleep Periods: When an event occurs in sensor network,
CRSN nodes can be at one of the sleep periods below, which
are defined based on actual working conditions of the sensor
node.

• Ready Period: A CRSN node can track the event signal
and receive packets from neighbor nodes. However, it
cannot process any data because CPU is in idle mode.

• Monitor Period: CPU of a CRSN node is in the sleep
mode. A CRSN node can detect event signal and receive
packets from neighbor nodes in monitor period.

• Observe Period: The only active unit is sensing circuitry
in observe period. A CRSN node can only detect the
event signal.

• Deep Sleep Period: The main units of a CRSN node are
in the sleep mode. A CRSN node cannot perform any
function in deep sleep period.

2) Cognitive Cycle Periods: The transceiver circuitries of
CRSN nodes are active in the cognitive cycle periods described
below:
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• Sensing Period: After observation of event, all channels
of network are identified as either idle or busy by a
CRSN node at sensing period. Then, a CRSN node moves
to decision period in order to decide which channel to
operate.

• Decision Period: If the channel used in previous trans-
mission period, is identified as idle, then a CRSN node
decides on this channel and waits for a while in order
to provide synchronization with other nodes. Then, it
moves directly to transmit period. Otherwise, a CRSN
node randomly decides on a channel among the idle ones
and moves to handoff period.

• Handoff Period: In this period, a CRSN node changes its
operating frequency according to decision that is made
at decision period. Then, it moves to transmit period.

• Transmit Period: A CRSN node transmits its packets to
neighbors in this period. Then, if it has more packets to
send, it moves to sensing period, otherwise, to one of the
sleep periods.

• Receive Period: A CRSN node receives data packet from
its neighbors at this period. Then, it moves to sensing
period in order to route the packet of neighbor nodes.

B. Primary User Behavior Modeling

The PU behavior is assumed to be stationary and ergodic
over C number of channels. Without loss of generality for
almost all studies of cognitive radio networks, PU traffic
can be modeled as an independent and identically distributed
ON/OFF process [6], [7], [8], [10]. An ON state defines
that channel is used by PUs and an OFF state represents
the duration in which channel is unused. Let Vp and Lp be
the exponential random variables and describe the idle and
busy times of the frequency band, respectively. vp and lp
denote the means of these exponential random variables. Then,
Pron =

lp
vp+lp

is the probability of PU channel occupancy and
Proff =

vp
lp+vp

is the probability of PU absence. Note that
Proff also defines opportunity to access a channel for CRSN
nodes.

C. Spectrum Sensing in CRSN

In this work, it is assumed that CRSN nodes may collab-
oratively perform wideband sensing and have capability to
sense all C channels of network using any of the existing
main spectrum sensing approaches, e.g., matched filter [14],
energy detection [22], [25], and feature detection [4]. How-
ever, considering the RF front-end limitations and resource-
constrained structure of CRSN nodes, we consider simple en-
ergy detection-based spectrum sensing [22], [25] in our model
and analysis, as it does not require a priori PU knowledge and
excessive computational power despite its high sensitivity to
noise variance.

In [8], optimal spectrum sensing method is developed for
CR networks. A maximum a-posteriori (MAP)-based energy
detection method is proposed based on the PU behaviors.
Probability of detection Prd and probability of false alarm
Prf can be expressed as [8]
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Fig. 3. General Dynamic Spectrum Access Scheme for CRSN.

Prf (B, ts, P roff ) = ProffQ(
λ− 2tsBσ

2
n√

4tsBσ4
n

) (1)

Prd(B, ts, P ron) = PronQ(
λ− 2tsB(σ2

s + σ2
n)√

4tsB(σ4
s + σ4

n)
) (2)

where Pron and Proff are on and off probabilities, re-
spectively, B is bandwidth of channel, λ is energy detection
threshold value, σ2

s and σ2
n are PU signal and noise variances,

respectively, ts is sensing time. In our work, we use (1) and
(2) to determine the detection and false alarm channel state
probabilities which will be discussed in Section II-E.

D. Dynamic Spectrum Access for CRSN

Due to the event-driven and application-specific nature
of sensor networks, decentralized dynamic spectrum access
that enables CRSN nodes to search spectrum holes indepen-
dently without a central controller stands as a feasible solu-
tion. Hence, in our CRSN model, time-slotted decentralized
medium access control mechanism is adopted.

In Fig. 3, the channel access scheme of CRSN nodes is
presented and the number of channels (C) and the number
of PUs in the network are assumed to be 4. Each time slot
can be split up to three main sub slots. At the beginning of
each time slot, sensing period is reserved for identification of
available spectrum bands. With respect to sensing outcome, in
the second time period, a CRSN node decides which spectrum
band to operate. If the band that is already used by a CRSN
node on the previous slot is identified as available channel,
a CRSN node does not change its operating frequency and
continues its transmission. Otherwise, a CRSN node randomly
determines a new frequency band to operate and sets its local
oscillators according to new frequency which must be defined
as a spectrum hole at spectrum sensing time period. Actual
transmission time appears in the last sub time period.

It is assumed that a CRSN node can transmit only one
packet in every round. One data packet in one time slot
approach ensures low level interference against PU. When
SU infers PU activity on channel during sensing period,
recognizes that packet sent in the previous slot is corrupted
and retransmits it in the next time slot. Whenever a CRSN
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node has data packets to send, the six different states may
occur on one channel as in Fig. 4:

• Detection State (State 1): A CRSN node senses all
channels and infers the presence of PU on the channel
used for transmission during the last time slot.

• Misdetection State (State 2): A CRSN node senses a
channel and erroneously infers that an actually occupied
channel (by PU) is available, which yields high interfer-
ence for PUs.

• False Alarm State (State 3): A CRSN node senses a
channel and incorrectly assumes that it is already owned
by PU, although it is available.

• CRSN Nodes Coexistence State (State 4): After the ob-
servation of an event, two or more independent CRSN
nodes may select the same channel to communicate as a
result of decentralized access approach.

• Collision State (State 5): A CRSN node senses all chan-
nels of network, identifies one of them as an available
band, and starts to communicate. Then, a PU appears
and communicates on the same channel during the trans-
mission of CRSN node.

• Success State (State 6): A CRSN node senses all chan-
nels, selects one of unoccupied channels, and successfully
communicates without any interruption by PU arrival.

E. Channel State Probabilities and BER Analysis

In this part, channel state probabilities, i.e., probability
of the channel is in state i as explained above, Pri, are
defined and analyzed. It is shown in Fig. 4 that detection and
misdetection states on the channel can happen only when PU is
on the channel. In fact, CRSN nodes either detect or misdetect
PU during sensing period when PU actually occupies the
channel. Therefore, probability of these two states is equal
to the probability that a PU is ON, i.e.,

Pron = Pr1 + Pr2 (3)

In contrast, states 3 to 6 can be realized when the channel is
idle. Although a CRSN node decides that the channel is in the
service of PU, false alarm state occurs when PU is actually not
on the channel. Total probability of these four states should
be equal to the probability that the PU is in OFF state, i.e.,

Proff = Pr3 + Pr4 + Pr5(ls) + Pr6(ls) (4)

where ls denotes fixed packet size of a CRSN node. From
CRSN point of view, individual channel state probabilities
need to be investigated to derive the average BER. Thus, we
start with probability of detection state which can be expressed
as (2). Then, by subtracting (3) from (2), the probability of
misdetection state is calculated as

Pr2(B, ts, P ron) = Pron

[
Q(

2tsB(σ2
s + σ2

n)− λ√
4tsB(σ4

s + σ4
n)

)

]
(5)

On the other hand, when PU is at OFF state, it is first
assumed that probability of false alarm state (Pr3) is equal
to (1). Then, the last three channel states neccessitate a
pre-condition that the channel should not be in one of the
detection, misdetection and false alarm states.

Assuming that PU behavior is ergodic for every channel
of network, the number of available channels for a CRSN
node in every decision period can be calculated as CProff .
The probability that CRSN nodes coexist on the same channel
is basically the probability that more than one CRSN nodes
select the same available channel to operate and can be written
as

Pr4 = (Proff − Pr3)

[
1− (

vp(C − 1)− lp
Cvp

)M−1

]
(6)

where M is the number of CRSN nodes that observe physical
phenomenon.

For much larger PU packet sizes, more than one PU packet
cannot be transmitted during CRSN node transmission. Let R
denote the data rate of a CRSN node. Since channel idle time
is expressed as exponential random variable (Vp), then, the
probability of collision in that channel is equal to Pr(Vp ≤ ls

R )
which can be expressed as

Pr(Collision) = 1−
∫ ∞

ls
R

1

vp
e
− t

vp dt = 1− e
− ls

Rvp (7)

Consequently, the probability of success can be determined as

Pr(Success) = e
− ls

Rvp . However, in our network model, the
past four channel states must not occur on the channel in order
to realize success and collision states. Thus, probabilities of
these two states are given as

Pr5(ls) = (1− e
− ls

Rvp )(Proff − Pr3 − Pr4) (8)

Pr6(ls) = e
− ls

Rvp (Proff − Pr3 − Pr4). (9)

We use different Pron values in our numerical analysis in
order to investigate the effects of primary user behavior. Fig.
5(a) and (b) illustrate the effects of sensing time period on
the channel state probabilities under different PU behaviors.
Probabilities of succesful and collision states are calculated
together because varying sensing time does not affect the
probabilities of these two states individually. However, sensing
period affects the sum of these channel state probabilities. It
can be seen in Fig. 5(a) and (b) that, increasing sensing time
reduces the misdetection state probability but increases the
probability of false alarm state decreasing the probability of
successful transmission.

As there are six different states that a channel can be in
during dynamic spectrum access, the average BER, Λ, of a
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channel is

Λ(ls) =
6∑

i=1

PriΛi (10)

where Λi represents BER of ith state. Clearly, average BER
in (10) depends on packet size of SUs as the probability of
collision increases with packet size. Note also that BER is
zero in detection and false alarm states of channel as nodes
actually do not transmit in these states. Hence, normalizing the
remaining probabilities yields a more accurate average BER,
i.e.,

Λ(ls) =

6∑
i=1

PriΛi∑6
j=1 Prj

, fori, j �= 1, 3. (11)

F. Reliable Event Signal Estimation at Sink in CRSN

In the event area, each CRSN node observes the noisy
version of the same event signal which needs to be regenerated
at sink node. Hence, it may not be necessary for all CRSN
nodes to send their data packets to sink because the data that
are contained at packets of CRSN nodes are highly spatially
and temporally correlated. Clearly, the packet size determines
the event data that is contained in one packet and the number
of necessary packets to remain under maximum allowed
distortion level between tracked signal and its estimation at
sink node.

In [9], distortion metric between actual event signal and its
estimation at sink is derived assuming that event signal is a
Gaussian random process. The distortion, D(M), is given as
[9]

D(M) = σ2
s − σ4

s

M(σ2
s + σ2

n)
(2

M∑
i=1

ρ(i,s) − 1) +

σ6
s

M2(σ2
s + σ2

n)
2

M∑
i=1

M∑
j �=i

ρ(i,j) (12)

where M is the number of nodes which sense the event signal
and successfully deliver their readings to the sink, σ2

s and σ2
n

are event source signal and noise variances, respectively, ρ(i,j)
and ρ(s,i) are the correlation coefficients between nodes ni and
nj , and the event source signal and node ni, respectively. It
can be seen in (12) that the number of the source nodes plays a
crucial role in the determination of distortion level. Therefore,

without exceeding the maximum allowed distortion level, the
minimum number of source nodes can be given as

M∗ = argmin
M

(D(M) ≤ Dmax) (13)

where Dmax is the maximum allowed distortion.
For given Dmax and signal statistics, M∗ could be set with

(12) and (13). We consider the tracked event as single point
source. Let Bs denote the bandwidth of the source signal, then,
a CRSN node sampling frequency should be at least 2Bs with
respect to Nyquist sampling theorem to recover source signal
back at sink. In the observation time (τs), sensors take the
samples of the event signal. Then, Analog to Digital Converter
(ADC) of a CRSN node converts each sample to χ bits. Thus,
the optimal packet size should also assure that K = 2Bsτsχ
bits of each of M∗ source a CRSN node must reach sink
before decision time of sink node (τd) ends.

III. ENERGY-EFFICIENT PACKET SIZE OPTIMIZATION FOR

CRSN

To formulate the problem of the optimal packet size, fol-
lowing definitions are essential:
Definition 1: k1 is the total power consumption of transferring
one packet to a neighbor node and k2 denotes the energy
consumption of a CRSN node before the actual transmission
begins. Therefore, the energy throughput metric, which is de-
noted as η(ls), can be defined as the ratio of actual one packet
transmission energy over total energy spent to transmit/receive
a packet and can be expressed as

η(ls) =
k1ls

k1ls + k2R
(14)

where ls and R denote fixed packet size and data rate of CRSN
node, respectively.
Definition 2: r is the packet reliability metric which describes
the probability of receiving all ls bits information correctly
and can be calculated as

r(ls) = [1− Λ(ls)]
ls (15)

Definition 3: Ip(ls, lp) is the ratio of average PU interference
time over average transmission time of PU. Imax is the
maximum level of Ip(ls, lp) and is set by PU network.
Definition 4: τg(ls,M∗) denotes the time interval that starts
with event occurrence and ends when the last packet, which
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is generated by source CRSN nodes (M∗), reaches sink. M∗

is the minimum number of required source nodes to remain
under the maximum allowed distortion level and is given as
(13).

Accordingly, energy-efficient packet size optimization prob-
lem can be formulated as

maximize
ls

η(ls)r(ls)

subject to Ip(ls, lp) ≤ Imax

τg(ls,M
∗) ≤ τd

(16)

It is assumed that one bit error causes packet loss, and hence,
waste of energy. k2 + k1

ls
R is the total expended energy of

CRSN nodes to transmit/receive a packet. With respect to
reliability metric, either ls bits of information is received cor-
rectly which corresponds to successful transmission and useful
energy (k1 ls

R ) or a packet is assumed to be corrupted which is
the loss of total expended energy (k2 + k1

ls
R ). Hence, energy-

efficiency metric is defined in (16) as an objective function
that corresponds to the multiplication of energy throughput
and reliability metrics. In addition, the ls value maximizing the
objective function is determined as the energy-efficient packet
size when it also meets the constraints (Ip(ls, lp) ≤ Imax,
τg(ls,M

∗) ≤ τd) of (16).

A. Derivation of Energy Throughput Metric

In [17], [21], it is shown that the required energy to transfer
a packet from one CRSN node to other, Ep, is sum of
transmitting, Et, and receiving energy, Er, i.e.,

Ep = Er + Et (17)

To calculate Er and Et, first, energy consumed during each
sleep and cognitive cycle periods of CRSN node, which are
mentioned in Section II-A, need to be calculated. In Fig. 2,
power level and time interval of each period and transition
time between periods are depicted. Hence, Er of a CRSN
node can be written as

Er =
P5 + P1

2
τ51 + P1

ls
R

(18)

At receiving part, a CRSN node waits in ready period then
moves to receive period to collect a packet. At transmitting
part, when the event is observed, a CRSN node moves from
ready period to sensing period. After identifying available
channels, it decides which channel to operate during decision
period. At this point, the probability that the channel, which
is used during the previous transmission period, is available is
Proff . Therefore, shifting to handoff state can be realized
with the ratio of Pron. According to sensing outcomes,
a CRSN node either switches to handoff period or moves
directly to transmit period. Hence, energy consumed during
transmission is

Et(Proff) = P5(
τ54
2

) + P0(Proff
τ30
2

+ Pron
τ20
2

ls
R
)

+P4Et4 + P3Et3 + P2Et2 (19)

where Et4 = P4(
τ54
2 + τse + τ43

2 ),
Et3 = P3

[
τ43
2 + τde + Pron

τ32
2 + Proff (

τ30
2 + τ32 + τhf )

]
,

Et2 = P2(1 − Proff )(
τ32
2 + τhf + τ20

2 ) denote total
energy consumption for sensing, decision, handoff functions,

respectively. Therefore, energy consumed during transmission
is

Et(Proff ) = P5(
τ54
2

) + P0(Proff
τ30
2

+ Pron
τ20
2

)

+

4∑
i=2

Eti + P0
ls
R

(20)

According to (18) and (20), Ep is

Ep =
P5τ54
2

+ P0(Proff
τ30
2

+ Pron
τ20
2

) +

4∑
i=2

Eti + P0
ls
R

+
P5 + P1

2
τ51 + P1

ls
R

(21)

With respect to (21) and definition 1, k1 and k2 parameters in
(14) are

k1 = P0 + P1

k2 = E5 +

4∑
i=2

Eti + P1
τ51
2

+ P0(Proff
τ30
2

+ Pron
τ20
2

)
(22)

where E5 = P5(τ54 + τ51)/2.

B. Derivation of Packet Reliability Metric

As introduced in definition 2, packet reliability metric
is the probability that all bits of one packet are received
correctly. Here, we examine (11) and (15) in detail for accurate
calculation of packet size optimization problem. Λ(ls) in (11)
is calculated based on the average BER of channel states.
Therefore, BER of each channel state needs to be computed
correctly to obtain an accurate average. In Fig. 4, it is observed
that a CRSN node may experience two different types of BER
on channel. ΛS(γa) is BER on the channel when a CRSN
node does not encounter any other transmissions on channel
where γa is signal-to-noise ratio. ΛI(γb) is BER when a CRSN
node encounters another transmission on channel where γb is
signal-to-noise ratio.

1) BER in channel states: The average BER on four
channel states, in which nodes communicate with each other,
are derived in terms of ΛI(γb) and ΛS(γa) below.

• BER in Success State (State 6): As there is no other
simultaneous transmission on the channel, ΛS is the
actual BER for the success state of channel which can
be represented as

Λ6 = ΛS(γa) (23)

• BER in Coexistence State (State 4): If two or more CRSN
nodes transmit simultaneously, a CRSN node experiences
interference by another SU during the transmission pe-
riod. Thus,

Λ4 = ΛI(γb) (24)

• BER in Misdetection State (State 2): Nodes certainly
experience the PU interference for varying durations. It
may either last for the entire transmission period or finish
before a CRSN node transmission ends. The probability
that PU stops transmission before the end of a CRSN
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node transmission period can be calculated as

1−
∫ ∞

ls
R

1

lp
e
− t

lp dt = 1− e
− ls

Rlp (25)

where lp is the mean of channel busy time. Thus, the
probability that PU transmission continues through entire

transmission period is e
−ls
Rlp . When PU leaves the channel

before the transmission period of a CRSN node ends, it is
shown that the average time that PU stays on the channel,
during the transmission period of a CRSN node converges
to Pron ls

R [22]. Hence, the average BER in misdetection
state on channel can be calculated as

Λ2(ls) = ΛI(γb)[Pron + Proffe
−ls
Rlp ] +

ΛS(γa)[Proff (1 − e
−ls
Rlp )] (26)

• BER in Collision State (State 5): As PU channel oc-
cupancy duration converges to Pron

ls
R during the node

transmission in misdetection state, BER in collision state
is given as

Λ5 = ΛI(γb)Pron + ΛS(γa)Proff (27)

2) Derivation of Total Average BER: Inserting (23), (24),
(26) and (27) into (11), the total average BER experienced by
a CRSN node, i.e., Λ(ls), can be expressed as

Λ(ls, γa, γb) = ΛS(γa) + c1[
Pr2(Pron + Proffe

−ls
Rlp )

Proff + Pr2 − Pr3

+
Pr4 + PronPr5(ls)

Proff + Pr2 − Pr3
] (28)

where c1 = ΛI(γb)− ΛS(γa). Next, we analyze BER on the
channel depending on whether there is any other transmission
(ΛI) or not (ΛS). The analysis of BER depends on channel
model and modulation in use. According to [16], [21], it
is reasonable to assume that a CRSN node employs binary
orthogonal frequency shift keying (FSK) modulation on a
frequency non-selective Rayleigh fading channel. BER for
non-fading channel and FSK is expressed as [20]

Λ(γ) =
1

2
e−γ/2 (29)

Regarding to (29), we must average Λ(ls, γa, γb) in (28) over
probability density functions of γa and γb.

Λ(ls) =

∫ ∞

0

∫ ∞

0

Λ(ls, γa, γb)p(γa)p(γb)dγadγb (30)

where p(γa) and p(γb) are the probability density functions
of γa and γb respectively. For Rayleigh fading channel, p(γa)
and p(γb) follow chi-square distribution and can be given as
p(γa) = 1

γa
e−γa/γa , p(γb) = 1

γb
e−γb/γb , where γa and γb

are average of γa and γb, respectively. Hence, (30) can be
rewritten as

Λ(ls) =

∫ ∞

0

∫ ∞

0

[
1

2
e−γa/2 + (

1

2
e−γb/2 − 1

2
e−γa/2)Υ(ls)

]

1

γa
eγa/γa

1

γb
eγb/γbdγadγb (31)

where Υ(ls) = [
Pr2(Pron+Proff e

−ls
Rlp )+Pr4+PronPr5(ls)

Proff+Pr2−Pr3
].

Therefore, BER of CRSN for FSK modulation on a frequency
non-selective Rayleigh fading channel is

Λ(ls) =
1

2 + γa
+Υ(ls)(

γa − γb
(2 + γb)(2 + γa)

) (32)

where γ = E[α2]Eb

No
for α represents Rayleigh fading com-

ponent and follows the Rayleigh distribution and Eb

No
is the

energy per bit over noise power density. Hence, E[α2] has two
degrees of freedom chi-square distribution and its expected
value is 2. The differences between γa and γb arises here
as Eb

No
of γb is calculated based on the signal-to-interference

and noise ratio (SINR) instead of SNR. γa is traditionally
computed with SNR. Hence, Eb

No
of γa is expressed as [13],

Eb

No
=
SNR

R
=

Prs

NoR
(33)

where No is the noise power density and Prs is received
power, and Eb

No
of γb is given as [15],

Eb

No
=
SINR

R
=

Prs

(No + Prp)R
(34)

where Prp is the received PU power at a CRSN node receiver.
To estimate the received power Prp, Prs of transmitters, stan-
dard Friis transmission formula is used, i.e.,

Prs(dss) =
PsGtGrλ

2

(4π)2Ldδss10
(Xσ/10)

(35)

Prp(dsp) =
PpGtGrλ

2

(4π)2Ldδsp10
(Xσ/10)

(36)

where dss and dsp are distances between two CRSN nodes,
and between a CRSN node and PU, respectively, Gt and Gr

are antenna gains of receiver and transmitter of CRSN node,
λ is the wavelength of the transmit signal. L is the receiver
implementation losses. Xσ is the log normal random variable
with variance of σ2 due to shadowing, δ is the path-loss
exponent, which typically varies between 2 up to 6 [19].

C. Constraint of Acceptable Interference Level for PU

Maintaining acceptable interference for PU is among the
fundamental concerns. We define κ(ls) as the average inter-
ference time that PU encounters. PU experiences interference
in two channel states, i.e., misdetection and collision. Thus,
with (26) and (27), κ(ls) is represented as

κ(ls) =
ls

[
Pr2(Pron + Proffe

−ls
Rlp ) + Pr5(ls)Pron

]
R(Pr2 + Pr5(ls))

(37)

Recall that the ratio of average interference time over the
average transmission time of PU should not exceed Imax

to remain under maximum allowed interference level. Hence,
using (37), constraint (Ip(ls, lp) ≤ Imax) in (16) is obtained
as

ls[Pron +
Pr2Proffe

−ls
Rlp

Pr2 + Pr5(ls)
]− ImaxRlp ≤ 0 (38)
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Fig. 6. Energy-efficiency of a CRSN node with acceptable interference level and reliable event detection constraints vs CRSN packet size when (a) τd = 4s,
(b) τd = 3s.

D. Constraint of Maximum Distortion Level for Reliable De-
tection

The total number of the packets required to be delivered
to sink within τd duration for reliable event detection can be
formulated as M∗K

ls−h , where h is the packet header. For the
worst case analysis, we assume that a single bit error causes
loss of a packet. In the worst case, the number of packets
transmitted can be calculated as M∗KΛ(ls)(

ls
ls−h ). Thus, the

total number of required packets that must reach sink (ψ) is

ψ(ls) =
M∗K
ls − h

(1 + Λ(ls)ls) (39)

Delay bound for a packet to reach the sink is also required for
calculating the constraint of τg(M∗, ls). Let n be the average
number of communication hops, n. Then, the total time spent
at each hop including transmission can be estimated as τi =
d+ ls

R , where d denotes average total processing delay at each
hop, for i = 1 . . . n. Hence, using (39), we obtain

τg(M
∗, ls) =

M∗Kn
ls − h

[
(1 + Λ(ls)ls) (d+

ls
R
)

]
(40)

Hence, substituting (40) and defining c2 = τd/(nKM
∗), the

last constraint of (16) is restated as

l2sΛ(ls) + ls (Λ(ls)dR+ 1− c2R) +R(d+ c2h) ≤ 0 (41)

E. Packet Size Optimization Problem for CRSN

With (22), (28), (38) and (41), and defining c0 = k2/k1,
energy-efficient packet size optimization problem defined in
(16) can be restated as

maximize
ls

ls
ls + c0R

(1− Λ(ls))
ls

subject to ls[Pron +
Pr2Proffe

−ls
Rlp

Pr2 + Pr5(ls)
]− ImaxRlp ≤ 0,

l2sΛ(ls) + ls(Λ(ls)dR+ 1− c2R)

+R(d+ c2h) ≤ 0

(42)

Fig. 6(a) and (b) show energy-efficiency of a CRSN node
with varying packet size for τd = 4 and 3 seconds, respec-
tively. Constraints in (38) and (41) yield an interval of packet
size including optimal that enables to maintain acceptable

interference level for PU and reliable event detection. It is
observed that when τd decreases from 4 sec. to 3 sec.,
reliable event detection constraint becomes dominant factor to
determine energy-efficient optimal packet size. In some cases,
energy-efficient optimal packet size cannot satisfy either (38)
or (41). As in Fig. 6(b), energy-efficiency of a CRSN node is
around 0.8 when ls ≈ 200 bits. However, if this packet size
is used, the requirement of reliable event detection cannot be
satisfied. Note that 200 bits satisfies both constraints in Fig.
6(a).

Optimal packet size problem in (42) can be modeled as
a single variable nonlinear constrained optimization prob-
lem. Sequential quadratic programming (SQP) is one of the
most popular methods to solve these types of optimization
problems. Hence, SQP algorithm of MATLAB optimization
toolbox is adopted in order to solve energy-efficient packet
size optimization problem.

IV. NUMERICAL ANALYSIS OF ENERGY-EFFICIENT

OPTIMAL PACKET SIZE

In this section, the variation of optimal packet size with
respect to different parameters of CRSN summarized in Table
I is observed through numerical analysis. The numerical values
in Table I are set according to the previous work on the WSN
[13], [15], [17], [21], and CR networks [7], [8], [10]. Note
that these values are application-specific parameters and may
vary according to demands of applications and constraints
of PU protection on different spectrum bands. Additionally,
assumptions in this work are made with respect to the previous
CR, WSN and CRSN studies to form realistic CRSN architec-
ture. Note that, although changing some assumptions such as
sensing method and channel model, to observe the behavior of
the optimal packet size under different circumstances slightly
affects the numerical results, the critical parameters to deter-
mine the optimal packet size stay as the same. For example,
considering new detection method for CRSN only changes the
channel state probabilities which are confined to PU on and off
probabilities. Limiting the channel state probabilities by PU
activity restricts sharp variations on the optimal packet size.
Therefore, obtained results in this section reveal the general
effects of parameters on the optimal packet size in CRSN.
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Fig. 7. Variation of energy-efficient packet size vs. (a) number of source nodes under different number of channels, (b) total data required at sink with
different data rates, (c) average of channel busy time with different event signal bandwidth when vp=80 ms.

TABLE I
OPTIMIZATION PROBLEM PARAMETERS

Symbol Definition Quantity
ISM operating frequency band 2.4 GHz
vp average of channel idle time 160 ms
B channel bandwidth 1 MHz
ts sensing time 2 μs
Imax maximum level of interference 0.1
dss CRSN nodes distance 8 m
dsp a CRSN node and PU distance 120 m
No noise power density 4.14x10−21

Gt/r antenna gains 0 dBi
δ path-loss exponent 3.5
Pron PU occupancy probability 1

3
λ threshold value 5 dB
Pp PU transmission power 10 dB

A. Effect of Number of Channels and Source Nodes

In Fig. 7(a), the energy-efficient packet size increases with
the number of channels due to a decrease in the probability
of coexistence on the same channel. On the other hand, an
increase in the number of source nodes decreases energy-
efficient optimal packet size mainly due to an increase in
number of generated packets.

With the increasing the number of source nodes, energy-
efficient optimal packet size for C = 10 and C = 15 decreases
sharply down to 100 bits. However, as the number of source
nodes keeps increasing, reliable event detection constraint
becomes dominant factor and increases the optimal packet
size from 100 bits to 200 bits. On the other hand, it can
be seen that for C = 20, C = 30, energy-efficient optimal
packet size decreases with increasing number of source nodes.
Furthermore, for C = 10, M ≥ 7 and C = 15, M ≥ 9,
energy-efficient optimal packet size cannot be calculated due
to an increase in BER caused by channel scarcity and also an
increase in the total amount of generated data. Note that the
points on curves in Fig. 7(a) marked with � represent the last
feasible optimal packet sizes for C = 10, C = 15.

B. Effect of Total Data Load and Rate

It can be seen in Fig. 7(b) that data rate of a CRSN node
determines the maximum total amount of data load that can be
transferred to the sink node in a decision time interval. When
the total data required at sink node is 25 Kbit, the energy-
efficient optimal packet size is approximately 225 bits for all

data rates of CRSN nodes. While varying the data from 30
Kbit to 55 Kbit, first, in a sequential manner with respect to
data rates, energy-efficient optimal packet size increases from
225 bits up to 400 bits, then, the optimal packet size cannot
be determined for these data rates. Note that the points on the
curves in Fig. 7(b) marked with � represent the last feasible
solution of energy-efficient packet size optimization problem
for R = 30, R = 40 and R = 60.

C. Effect of Event Signal Bandwidth and Channel Busy Time

As shown in Fig. 7(d), when event signal bandwidth be-
comes higher, it results in a decrease in energy-efficient packet
size because estimation of a wideband signal requires more
data, and hence, more packets. On the other hand, energy-
efficient optimal packet size decreases with increasing the
average of channel busy time. However, when lp ≤ 50 ms, the
requirement of acceptable interference level for PU becomes
dominant parameter and reduces the energy-efficient optimal
packet size down to 100 bits to reduce the time that PU
encounters interference.

For W = 12.5 KHz, if the average duration of PU on
the channel is around 100 ms, energy-efficient packet size
increases due to the requirement of reliable event detection.
However, as lp keeps increasing, energy-efficient optimal
packet size cannot be determined for W = 12.5 KHz. CRSN
cannot convey the total amount of data to the sink node in
a decision time interval due to highly occupancy of PU on
channels. For W = 10 KHz and W = 11 KHz, variation of
energy-efficient optimal packet size follows the same pattern
as W = 12.5 KHz with respect to variation of average of
channel busy time. Note that the points on the curves in Fig.
7(d) marked with � represent the last feasible solution of
energy-efficient packet size optimization problem for W = 10,
W = 11 and W = 12.5.

V. CONCLUSIONS

In this paper, we presented the energy-efficient packet size
optimization problem for CRSN considering acceptable inter-
ference level for PU and maximum allowed distortion level
between event signal and its estimation at sink node. Packet
size optimization problem is analytically formulated and SQP
method is used to determine energy-efficient optimal packet
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size. Results reveal that PU behavior and BER are the most
critical parameters in determining energy-efficient optimal
packet size for CRSN. Variation of these two parameters
causes a large variation in energy-efficient optimal packet size
between 100 bits to 600 bits. A tradeoff between remaining
under the maximum allowed distortion level and the total
amount of data load in network is also revealed.
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