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Abstract— Clustering of nodes is one of the most ef- ures (e.g. because of energy depletion) or re-energizing
fective approach for conserving energy in wireless sensor caused by deploying new nodes. Therefore, the network
networks (WSNs). Cluster formation protocols generally muyst be able to periodically reconfigure itself so that it
consider the heterogeneity of sensor nodes in terms ofcan continue to function. The implementation of self-
energy difference of nodes but ignore the different sensing configuration then become a requirement in order to
mechanisms (multiple events detection) of them. Observ- - .

guarantee efficient network operation.

ing different type of phenomenas and reporting them X N .

at different rates is an important factor effecting the 1€ importance of self-configuring clustering proto-

homogeneity. It is, therefore, imperative to consider the COIS for heterogeneous wireless sensor networks has been

multi-event sources in the design of clustering protocols. highlighted in [1]. It emphasizes that any clustering

In this paper, a multi-event adaptive cluster 4/ EAC) protocol should consider the node energy and traffic rate

formation protocol is proposed that aims to conserve the as key elements. A number of protocols [3], [5], [7], [8].

energy of sensor nodes in the presence of heterogeneity[]_OL [11], [12], [13] have been proposed for WSN. In

It is achieved by considering three design factors; (1) gt of these studies, sensor nodes are assumed to be

electing an appropriate node to function as cluster-head, homogeneous. However, depending on the application

(2) limiting the number of clusters in the network and ) ' . ]
sensor nodes can have different role or capability making

(3) reducing the frequency of clusters reformation. Per- |
formance evaluation results show that MEAC improves the network heterogeneous. These special sensors can be

the stability and energy conservation of the heterogeneous €ither deployed independently or the different function-
wireless sensor networks. alities can be included in the same sensor nodes. For
example, some applications might require a diverse mix-
ture of sensors for monitoring temperature, pressure and
humidity of the surrounding environment and capturing
the image or video tracking of objects. Even data reading
. INTRODUCTION and reporting can be generated from these sensors at
ECENT advances in the field of wireless sensdlifferent rates and can also follow multiple data reporting
networks (WSN) have lead to the revolution ofmodels.
Ambient systems. Ambient systems are networked em-In this paper, we present Multi-Event Adaptive Clus-
bedded systems intimately integrated with the everydssring (MEAC) protocol for heterogeneous wireless sen-
environment and are supporting people in their activitiesor networks. MEAC constructs clusters to cope with
Smart environment is a key example of such a systeamiform as well as non-uniform deployment of nodes
Smart environment relies purely on the sensory data heterogeneous wireless sensor network. It uses an
observed from the real world. The information needed lapplication-oriented weight-based clustering algorithm
such an application is provided by hundreds or thousandsselect optimal number of cluster-heads.
of low-power nodes of same or different types which Generally, the clustering protocols [5], [7] focus on the
are densely deployed in the environment. These nodmsrently available energy of the nodes and periodically
are responsible for sensing as well as relaying the daémrganize clusters to do energy balancing. But this strat-
to a central node called sink. It is, therefore, desirabégy is not practical when the nodes are sending traffic
to make these nodes as energy-efficient as possibleatdifferent rates due to different events characteristics
increase the lifetime of the individual sensor nodes #sall the nodes have the same probability to become
well as the network. cluster heads then the nodes reporting events at higher
Sensor networks are characterized by a highly dgate will eventually loose their energy earlier than the
namic topology, due to a significant level of node failethers. Therefore, the load on a node, that is, its data

Index Terms— Clustering, Heterogeneous WSN, Multi-
Events Adaptive



rate is used as a key factor for cluster-head selectionl) Contribution of A,c-gy t0 A: Let us assume that
Hence, MEAC protocol distributes the energy usage tifere exismmnumber of ER nodes among totalmhodes
nodes by adapting to the multiple events in the fieli) the network. Let,,do, ..., d;, 5, ..., 0y, b€ the extra
in order to increase the stable period of the networknergies ofn nodes. Whem is constant for alm nodes,
Simulation results have shown that, MEAC is morthend; = §;; wherei # j. In other words, there are only
energy efficient than existing clustering protocols arnsvo different kind of nodes having energy levdls or
is capable of handling the network dynamics. E,+4. Inthis casej is large whenn ~ 3, but\ is small
The remainder of the paper is organized as followghenm < § or m > § for m < n. Then the fraction
In Section I, we highlight the basic assumptions andaf nodes {»,) making the network heterogeneous due
model of WSN. We derive the parameters for optimab energy is:
configuration of nodes in Section Ill. The protocol oper-
ations are described in Section IV. Finally, performance n—2m
evaluation and results obtained by a simulation model my=1-|
are considered in Section V.

| (2)

Impact on heterogeneity due to energy of ER nodes

Il. SYSTEM MODEL osr

This section describes the model of heterogeneous
wireless sensor network where the heterogeneity of
nodes is considered regarding their different initial en-
ergy levels and observation of multiple events. Mul-
tiple events can be detected either by a single node
or nodes have different sensing mechanisms to detect 0ab Jo Constant 5
different events. Multi-events observation generate dif- N - L N
ferent reporting rates due to the different charactesstic ER nodes (m)
and requirement. Hence, it greatly effects the ener](;_ly
consumption of nodes. . 1

The network is stable as long as all the nodes are aliveon the other hand, whed; # §;, wherei # j; ER
and they have enough energy to detect and relay packgtsdes have different energy levels abale. Hence,
This period is known astable period of the network energy levels of ER nodes will bé&, + 6, E, +
and the throughput is maximum during this time. “82,...,E0+6Z-,E0+5j,...,E0+6m. This behavior of is
heterogeneous wireless sensor networks, sensor nog@sicted in Fig 1)\ increases continuously by increasing
may have different energy levels and might report evenis Therefore, whend is variable, the fractionn, is
at different data rate. The nodes having initial enefgy simply m/n. Let o be the energy factor that ER nodes

are termed as energy-constrained (EC) devices andtalle higher than EC nodes. We can calculatas:

other nodes having energy higher thBpi.e. E,+ ¢ are
energy-rich (ER) devices. The degree of heterogeneity o — 1 & (Ei — E,) 3)
is also affected by multiple data rates in the network. mFE, ! °

=1
Other factors like computational or memory capabilities . o
. P } ory cap The above equation can be simplified for constant
also contribute to network’s heterogeneity, but they are
not considered in this work.
The degree of the heterogeneity) (s due to change m(E; — E,)  E;

in energy level and data rate that can be measured as: &= mFE, - E, 1 (4)

Degree of heterogeneity A
o
o
N\

Heterogeneity due to number mfnodes.

Therefore, heterogeneity due to energy,,, or the
A = Aenergy + Arate (1) energy gain in the network due to ER nodesvisimes
my 1.€. Aenergy = @ X M)

where Acpergy iS the contribution of energy ta and  2) Contribution of A, to A\: Let p, be the lowest
Arate 1S cONtribution in)\ due to different data rates. initial data rate of a node(s) in the network antbe the
In next subsections, we show how individualy,.,, Nnumber of nodes among the totalmhodes which have
and ¢ contribute to the overall degree of heterogenelata rate higher thap, in the network. Similar to Eq.
ity. 2 for constants, the fraction of nodesgf) making the



network heterogeneous due to data rate difference can
be calculated as:

n — 2q

| ()

Let p; = p, + § be the data rate of node then the
data rate fractionp that k nodes produce more than
can be defined similar ta as:

po=1—]
n

(b)

q
0= 1 Z pi — p (6) Fig. 2. Network model to formulate the optimal clusters. Fig 2(a)
4po ;= ! © represents the model to find the probability of DN nodes. Fig 2(b)
= illustrates the model of routing packets from cluster-heads to the sink
The simplified equation of for constant is: node.
(p:fJ(Pz_Po):&_l (7)
qpo Po such nodes, we map the sensor fieM & M) to non-
Hence, the fraction of heterogeneity due to differe@veriapping circles of radius as shown in Fig 2(a) and
data rates X.q..) can be given agy x ¢. assume that the nodes lying outside the boundary of the

For example, assume that the network contains 3094cle are DN nodes and the others are member nodes.
ER nodes havings, = 1.5j and EC nodes withz, = These DN nodes affiliate to cluster-heads through the
0.5j. 10% nodes report readings at 40 packets/sec wh@des insides the circle (member nodes) and become
the other nodes at 10 packets/sec. We find out the vatfi@ multi-hop members of cluster-heads. The square field
of \. We geta = 0.2 by using Eq 3 andn, = 0.6 due M can be packed by/?/(2r)* non-overlapping circles
to constant changé in all the m nodes. Similarly, for Of radiusr. Thus, the probabilityypy of a multi-hop
po = 10, ¢ = 10, the higher data rate factqr = 3.0 member is
making ¢, = 0.2. Hence,\ is 1.8 by using Eq 1. M?%  (2r)? — 72

PDON = (2r)2 8 M?2

Il. D ESIGN PARAMETERS OFMEAC PROTOCOL | et F,,,. be the energy consumed by the electronic

In this section, the design parameters for clusterimiscuitry in coding, modulation, filtration and spreading
protocol are derived. We call the node responsible fof the signal. Whereas,,,,r? is the energy consumed
collecting the data locally adluster-head and the other for signal amplification over a short distanceThus, the
nodes in a group asembers of the cluster. Under someenergy consumed by each member node is
circumstances, there may exist some nodes which have
not joined any group or cluster are referreddasgling
nodes (DN). All the member nodes transmit their datavhere! is the size of data packet. The above equation
packets to their cluster-heads. The basic design of MEAG@n be simplified by taking the area as circle given in
consists of calculating the optimal number of clusteisqg. 16 of [6].
(kopt) and the optimal members of a clustéYf;).

~ 0.214

EMembe’r = Z(Eelec + 6ampTz(l + pDN))

M?2(1+
Erfember = Z(Eelec‘i'eamp(Q’]TkaN))
A. Optimal Number of Clusters (k) Let us assume that the sensory field is covered by a

MEAC computes optimal number of clusterg, ) circle of radiusR, where the sink node lies at the center
such that it decreases the energy consumption, whiiethis circle as shown in Fig 2(b). This assumption is
providing high degree of connectivity. We devise aade for sending packets from cluster-heads to the sink.
formula to findk,,; that is directly proportional to total Cluster-heads do not extend their transmission range and,
number of nodes and the area of the network, whiletherefore, has the same radiugs member nodes. This
is inversely proportional to the transmission range. adapts the multi-hop model proposed by [4] to route

Let » be the transmission radius of each node regangiackets from cluster-head to the sink.
less of its functioning. In the clustering process, there In the model, a circle is divided into concentric rings
is some probability that a number of DN nodes mayith the distance of-. The energy spent to relay the
exist due to the deployment of nodes or coverage pécket from outside ring towards inside ring (8 E.jc.+
the elected cluster-head. To find out the probability @f,,,,72). The number of hopsic_s require to route



packet from cluster-head to sink node can be calculate@mber nodes depends on the density in a particular
by %(1—ph0ps), wherepy,,,s is the probability indicating zone of the sensor field. Therefore, we put the maximum
the distance in terms of hops to the sink. This probabilignd minimum limitsNy;,, and N ... respectively on the
can be calculated by using the nodes distribution in tiseze of cluster, such that, we still achiekg,; clusters
rings given in [4]. in non-uniform deployment. LetV; be the number of
neighboring nodes of anyth node. Maxz(N;) is the
maximum number of neighboring nodes that any of the

R/r no /. \2
Dhops = r > M ith neighbor node have. We measure density of nodes in
RS M a particular zone by comparing the neighbor nodés

Packets from cluster-neads that are far from the siM@th Nop. It can be concluded that the deployment is:
are relayed through intermediate nodes. Thereford if
is the numper of neighbors of the source nadéhen _ Ni/Now >1, dense
N x FEe. is the energy consumed by the electronic N.IN ~1 .
circuitry of the neighbors during the transmission of a i/Nopt ~ 1, uniform
data packet by. The number of neighbor®, of a node Ni/Nopt <1, sparse

r?

can be computed byf7;. Hence, the energy consumed Therefore, the number of nodes in a cluster can be

in forwarding data from cluster-head to sink is measur%%nstrained by setting the lower bound,;, and upper
m

as. bound N, according to the deployment as:
ECH*S = Z(NsEelec + Eelec

N]V[ = Ma:c(N t,MaZL'(N'))
+ (2Eelec+€amprz+N5E6[€C)HCH_S) - N ’L

That is, the maximum ofV,,;, and maximum number

The total energy dissipated by the network is of neighbors of any cluster-head at the time of cluster
Eiotar = U((n+ nNs)Eejec formation.
+ k(2Ecce + €ampr® + NsEejee) Hon—s |
+ nﬁampw> Nysin = Nopt x Min(Nopt, Maxz(Ni))/Nisaa
2rk These limits allow the configuration to manage the dense

Forr < R, the optimal value of can be found by taking as well as sparse deployment of nodes.
the derivative of above equation with respectit@and

equating to zero IV. MEAC OPERATION
n(1+ ppn) M When nodes are initially deployed in the field, every
Kopt = (2r(1 + 2Besce 4 NeBce V[ p o x o (8) node broadcastsi beacons. A receiving node updates
Camp™ CampT its neighborhood tablgID, Weight, Energy, Neighbors,

The optimal value depends on the transmission rangeHops, Expiry}. If a node does not hear ariy beacon

For long range transmission, the value of optimal clustdrom a neighbor during the duration &zpiry value, it

kopt is small. For example, Let = 100, M = 100 and is considered unreachable and is deleted. These beacons
the sink is at the center of the field = 50,y = 50). are exchanged periodically to deal with the network dy-
Then the value of radiug? is obtained by drawing a namics. After the exchange &f beacons initially, every
circle atz = 50,y = 50 to cover the field. The estimatednode calculates<,,; and N,,; values. The clustering
value isR = 60 and let set the range of individual process starts by electing a cluster-head and then linking
nodes to25. In this scenario, we obtain the value ofhe clusters together to form a hierarchical clustered
kopt =~ 10. By increasing the range of nodes to 4@etwork.

meters, we obtairk,,; ~ 7. Whereas, the value df,,:

in SEP [7] is 10 regardless of the transmission coverage c|ster-head Election Procedure

f individual nodes. . -
ot individual nodes Cluster-heads are elected by effectively combining

_ . the required system parameters with certain weighting

B. Optimal Cluster Sze (Nopt) factors. Every node calculates its weight based on its
When the deployment is uniform, the optimal valuavailable power, data rate and the density of nodes.
of member nodesV,,; can be easily found by /k.,. Values of these factors can be chosen according to the
However, for non-uniform deployment, the number dcdpplication needs. For example, power control is very



Algorithm 1 Elect Cluster-head _ 1) Adaptivity to Multi-Events: It can be seen from
1. Pseudo-code executed by each nodi each round Eq. 9 that a node having higher energy level than

2: Winaz =0 its neighbors is the potential candidate of becoming
3: for all neighborXV; do cluster-head. However, a node reporting events at higher
4: if Winae < W, then rate is less likely to be elected as cluster-head. The
5 Winaz = Wy weighting equation includes the ratio of data ratg/;)

6. end if to consider the multiple data rates due to different events.
7. end for If a nodei hasp; > p, then its weight is reduced.

8: W; = my-weight() Therefore, it has lesser chances to become cluster-head
9: if status = NONE then than the other nodes. It is due to the fact that nodes
10:  if Wi > Winge then sending packets at higher rates exhaust their energy soon
11 announce-head() and, thereby, the probability of becoming cluster-heads
12: Wi = Wi X 75}”"65hOldfactor is reduced.

13:  else if status = HEAD then 2) Reducing Clustering Reformation: MEAC reduces

14: if Wi < Wy, then the frequency of clusters reformation by setting weight
15: if W; < Wi, then threshold at the time of cluster formation. In each round,
16: withdraw-head() each cluster-head recomputes its weight and compares
17 else with its threshold value. IfW; of cluster-headi is

18: Win = Wi X threshold jactor higher than itsWy, value then it keeps functioning as
19: end if head. if W; < Wy, then it checks whether it§V; is

20: end if also lower than any of its member node weight. If so,
21 end if it withdraws itself from being cluster-head and cluster
22: end if election procedure is initiated.

important in CDMA-based networks. Thus, weight 0B, |nter-Clusters Connectivity

the power factor can be made larger. In order to achieve _ _ o

the goal of energy saving, it minimizes the frequency of Enérgy of nodes is conserved by using minimum

cluster reformations. It is achieved by encouraging th&nsmission energy (MTE) scheme. Obviously, MTE

current cluster-heads to remain cluster-heads as longS88€me requires multi-hop routing when the sink is not
possible. On the other hand, the distance weighting factBrthe transmission range of cluster-head. Thus cluster-
can be made larger if the density of nodes is high or theads are linked allowing the packets forwarded through
deployment is made in hostile environment. This ensurkt clusters on the path toward the sink node. Once
that a node is elected as a cluster-head that can recdhfe clusters are formed after the first round of cluster

the transmission from farther nodes and the number fgfmation, member nodes keep updating their heads
clusters formed remain close to the optimal value. ~ @bout any adjacent cluster found. The member nodes

Let D; be the average distance of nodeto its also forward the membership request of any DN node
1

neighbors,N; be the total number of its neighborg, '@ heads. It works as follows: _
be its available energy ang be its reporting rate. Node ~Ea@ch node keeps broadcastimgbeacon that contains

i computes its weightV; as: its cluster-head ID or empty for DN nodes. If a receiving
node N; has different cluster-had ID, a neighbor cluster
po E; D; N; is found. N; sends the NEIGHBOR-CLUSTER message

Wize ox gt x Nopt ) to its cluster-head that updates its neighboring cluster

table. When the cluster-head ID field is empty in the
where the coefficients,, ¢, are the weighting factors for periodic beacon, member node considers it as member-
the energy and data rate parameters. Nodanounces ship request for DN and forwards it to its cluster-head.
itself a cluster-head if its weight is high among all it€luster-head checks whether its member nodes does not
neighbors and sets its threshdlidr, = cW;, wherec is exceed the limitN,... If the limit is not reached yet
the threshold adjusting factor that can be set relative tothen it replies with the ACCEPTED message otherwise
The pseudo-code of the operations executed by a serREFUSED messagéV; ignores the REFUSED message
node in each round of cluster formation is reported finom its head but forwards the ACCEPTED message to
Algorithm 1. the DN node.



C. Adaptivity to Nodes Deployment area of the same region to make it non-uniform.

One of the key issues in WSN is the deployment The performance is measured in both scenarios by
of mobile sensor nodes in the region of interest (Roﬁdjusting the weighting factors. The experiments are run
[15]. Before a sensor can report observation to thY; (1) keeping the weighting factors of energy and
monitoring system, it must be deployed in a locatioffPorting rate (ER-Weighted) high, (2) considering only
that is contextually appropriate. Optimum placemeffi€ e€nergy parameter (E-Weighted) and (3) setting the
of sensors results in the maximum utilization of thEctor of neighbor nodes and distance (ND-Weighted).
energy of nodes. However, The deployment can not 5@9_3 illustrates the energy consumption for both sce-
determineda priori when the environment is unknownnarios.
or hostile in which case the sensors may be air-dropped<learly, the energy consumption is small when the
from an aircraft [16] or deployed by other means. Theeighting factor of ER parameters is set large in uniform
proper choice for sensor locations based on applicatié@se as shown in Fig 3(a). The energy gain in considering

requirements is difficult. R parameter along with E is abol2% as compared to
just E-Weighted clustering that the heterogeneity-aware
Enerayconsumpion of nodes in o ceployment clustering protocol exploit [5], [7]. Fig 4(a) shows that
Nb-wagnied : | the reporting rate (packets/sec) is alg% higher in

0.0145

E-Weighted "

ER-Weighted approach than the E-Weighted clustering
approach. Hence, by including the data rate due to
multiple events detection in the clustering of sensor
nodes, it not only achieves the gain in energy but also
high data rate.
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Fig. 3. Energy consumption in heterogeneous W8N=(30%, ¢ =
1,m = 20%,a = 1) for uniform 3(a), and non-uniform 3(b)
deployment of nodes.

Avergae packets/sec

The deployment pattern of sensor nodes greatly affect 10
the performance of the self-configuring clustering pro- o Tl
tocols. Due to the unpredictable distribution of nodes, ssienme ee9
MEAC takes into consideration the different system (b)

parameters as described in Se_ction IV-A to adapt_ to tpﬁ 4. Average reporting rate in heterogeneous WSN =
deployment. The performance is evaluated by weighting’, o, = 1,m = 20%, a = 1) for uniform 4(a), and non-uniform
the parameters according to uniform deployment @éfb) deployment of nodes.

nodes as well as non-uniform deployment. We create

two different scenarios of deployment; first, 100 nodes For non-uniform case, Fig 3(b) illustrates that although
are uniformly deployed inl00 x 100 meters area andthe energy consumption i% lower in E-Weighted than
second, 50 nodes are deployedlii) x 100 meters area ER-Weighted, the data rate is also lower1§%. There-

at first and then 50 more are droppedsinx 50 meters fore, the4% gain is not actually due to the effeciency of



number of alive nodes per round

E-Weighted approach but due to the fact of low data rate.
Even if all the sensor nodes have same data rate, ND-
Weighted approach delivers events at higher rate than
E-Weighted as shown in Fig 4(b), with some extra cost £ oo
of energy. Hence, there is a tradeoff between high data
rate and energy consumption.

\ MEAC m=0% a=0
LEACH m=0% a=0 [

d
@
3

number of alive les
IS
S

V. PERFORMANCEEVALUATION tor N

We evaluate the performance of protocol in terms ° S/
of energy consumption, network stability with multi- @
ple events and throughput metrics. The heterogeneous R

WSN is composed of nodes of different energy levels N e maona
. . . 9 LEACH m=20% a=1|"

and sensing modules for multiple events detection. The \

example scenario of wireless sensor networks consists of g of |

100 sensors deployed randomly in a field16f x 100.

imber of alive
IS
S

The sink node is placed at the center of field ire=
50,y = 50. The initial energyF, of EC nodes is set to 2
0.5 joules. The transmission and reception power is set wf
to 50 nJ/bit and sources produce traffic at 4 kbps. \ ‘
1) Energy: The energy efficiency of MEAC is com- °
pared with SEP and LEACH. Both SEP and LEACH
o (b)
periodically elect cluster-heads to balance the energy of

nodes. Fig 5 illustrates a detailed view of the behavior ‘ " verc meaweess
of MEAC, LEACH and SEP for different values of the g |
parameters. The number of alive nodes are plotted for s
the scenariosrt = 0%, a = 0), (m = 20%, a = 1)

and (n = 20%, « = 3) in Fig 5(a), 5(b) and 5(c)
respectively. Unlike SEP and LEACH, MEAC considers 2wl

mber of alive
IS
3

the available energy to elect cluster-heads and a node ]
keep working as head as long as its available energy is Yx T ]
higher than its theshold value. This approach reduces the ° ! e
frequency of cluster-head election. ©

It is obvious in Fig 5(a) that MEAC extends the stable

region compared to LEACH by 55% for homogeneod@g- 5. Energy consumption comparisqn among MEAC, LEACH
. . - and SEP in the presence of heterogeneity due to energy fer0

network. The behavpr Qf SEP_ is f[he'sa'lme for=0 5(a), m = 20%. o — 1 in 5(b) andm = 20%, & = 3 in 5(c).
and, therefore, the gain in stability is similar to LEACH.
Fig 5(b) shows the results fan = 20% anda = 1
parameters. The stable period is 41% and 33% more S
than LEACH and SEP respectively. Besides the statflethat the stability is high in the presence of ER nodes
period, the unstable period is also quite large whidRenergy > 0). The extra energy of ER nodes is utilized
keep the network alive for 250% more than LEACHP accomr_nodate_the high data rate. I_f we ke_(_ap increasing
and SEP. Fig 5(c) illustrates the stability gain of MEAC\rate (DY increasingp) then the loss in stability is very
for m = 20% anda = 3. MEAC achieves the gain of Small as compared to increasegn
58% in comparison with LEACH and 35% from SEP. 3) Throughput: MEAC does not imply any aggrega-
The unstable region is remarkably larger than both thetgen technique at cluster-heads because it does not suit
candidate protocols. for the reliability measure in terms of packet delay for

2) Sability with Multiple Events: Fig 6 shows the delay-sensitive applications. Fig 7 shows the throughput
impact of multiple data rates with and without deployeomparison of MEAC with LEACH and SEP. MEAC
ment of ER nodes. The stability of network increasesms to provide in-time packet delivery and sacrifices
by deploying more and more number of ER nodesome throughput at cost of packet delay that increases
Whereas, it decreases when sensor nodes are reporting to aggregating data [17]. Although the throughput
events at different rates to sink. It is obvious from Fign MEAC is less than SEP but it continues for the



Effect of A on network stability period

use of heterogeneity factors in such a way that energy
consumption is reduced and stability period is extended
compensating for reduced throughput of non-aggregated
data. This conclusion was verified by the simulation
experiments compared with SEP and LEACH.
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